Appendix
:  On the Relationship between Money, Output, and Interest Rates

In this appendix, we present some new evidence which supports our reformulation of the theory of money and credit and macro-economic activity.  The evidence is only suggestive, but we believe at the same time, it persuasively argues against existing formulations, even if it provides only limited support for those advanced here.  Each of the models we present here were widely believed among monetary economists, some based on well-articulated theories, others advanced simply as empirical regularities.  The data we present for recent years undermines the empirical foundations for these ideas.

I.  Quantity Theory of Money

We begin with the (now widely discredited) quantity theory of money, which underlay monetarism:

(A1)  MV = PQ

where it was postulated that V, the velocity of circulation, was a constant.  In the quantity theory of money, government controls the money supply, so (A1) is an equation determining national income, Y, where

(A2)  Y ≡ PQ,

That is,

(A3)  Y = V M,

an hypothesis which can be directly tested, in the form of (A3), or in the form of

(A3’)  ln Y = ln M + ln V

Or

(A3”)  ΔY = Δ M

Or

(A3”’)  Δln Y = Δ ln M.

The quantity theory of money implies that the coefficient in the above regression should be unity.  If we run the regression in this form, over the period 1959-2016, using quarterly data, for instance, the coefficient is significantly different from 1
 .  

We can test the model in other ways, for instance, by running the regression 

(A4)  ΔY =  α+  β Δ M.

The hypothesis (A3”) predicts that β = 1 and α = 0.  We can reject both hypotheses, and the fit of the regression is remarkably poor. 

We have run the tests against all the specifications, with flexible lags, using the standard definition of money, M2, and with alternative time periods.  We have also run the regressions in logarithmic form, a more natural specification in order to remove scale effects:

(A4’)  ΔlnY =  α+  β Δ ln M

The fit worsens, but the conclusion is unaltered. 
 
Often, it makes more sense to express everything in real terms:

(A5)  ΔQ =  α+  β Δ M/P

Or

(A5’)  Δln Q=  α+  β Δ ln  M/P

Again, if the quantity theory were true, α should be zero and  β unity.  Two striking things stand out from our regressions, done over the period  1959 to 2016
 (and various subsets of that period) with US data (preliminary work suggests similar results for other countries):  (a)  β is always small, and sometimes even insignificant; and (b) the relationship between a change in Q (or Y) and changes in M/P (or M) has weakened, with a structural break sometime around 1990
.  That there should be some structural break is hardly a surprise, for there were marked changes in both the financial sector (both in regulations and the creation of new instruments, which serve as effect substitutes to money, the money market funds) and in the conduct of monetary policy (the switch from a focus on the money supply itself to the interest rate, with a greater emphasis on inflation.)

It is possible, of course, that our measure of money is “wrong.”  Moreover, M2 clearly has some element of endogeneity, with banks lending more, creating more money, when income is going up (or is expected to be going up.)  Accordingly, we reran our regressions with another notion, base money—the balance sheet of the Fed—which is seemingly a variable more directly under control of monetary authorities than M2.  Let B be the size of the Fed’s balance sheet (which we take as a crude measure of “base money”).  Then the true money supply (here assumed unobservable) is assumed to be a function of B (observable).  We again run the above regressions, replacing B (or ΔB) for M (or ΔM).  The results are similar:  either no significant effect, or a small effect.
 

II.  The Demand for Money

These are all models suggesting that somehow money “drives” the economy.  But there is an alternative way of writing all of these equations, more modestly, as simply a demand curve for money.  The quantity theory can be thought of as being an equilibrium model based on a special case of the Keynesian demand equation for money

(A7)  Md = k(r) PQ,

where the demand for money is made proportional to income, with the proportionality factor depending on the interest rate. 
Constant velocity
 If k’ = 0, then V = 1/k.  If we also assume that we are always (nearly) on the demand curve of money (after all, no one forces people to hold money that they don’t want to hold), then

(A.8)  M = kY,

 with the correlates ΔM = kΔY, etc.  As we shall comment further, testing (A.8) simply tests whether the economy is “on” a demand function of the given form, a seemingly much weaker hypothesis than that M “drives” the economy.  We can test it by running the regression

(A8’)  ΔM =  α’+  β’ Δ Y,

Or, perhaps better (eliminating scale effects)  

(A8”)  Δln M =  α’+  β’ Δ  ln Y,

with the quantity theory hypothesis being β’ = 1 and α’ = 0.  
 Our empirical analysis provides convincing evidence rejecting the hypothesis of the quantity theory of money and the related demand theory for money.
  There are several alternative explanations.   The analysis of this paper has provided one explanation:  money is not needed for transactions, and most transactions are not directly related to income (Y) (and there is no reason that they would grow in proportion to Y).  There are some difficult econometric problems, which might lead to coefficient bias—but are hardly likely to provide a convincing explanation of the results.
  The most obvious explanation is that V is not constant.  

  Keynesian demand for money.
Keynesian monetary theory hypothesized a stable demand function for money, where a linearized version of (A.7) gives a corresponding set of equations, such as

(A9)  Δln M =  α’ + β’ ln  ΔY +ϓ’ Δ r


or

A10)  Δ ln M/P =  α’ + β’ln ΔQ +ϓ’ Δ r

Testing (A9) is testing whether the economy is on a Keynesian demand function, There are, of course, important econometric problems in testing any of these relations, since all of the variables are, in some sense, endogenous.  This is true even when government sets M and/or r, because it sets these variables based on expectations of Y, or what Y would be in the absence of intervention, and those expectations may well be correlated with Y or Q itself.  We shall return to these problems later.  

Here, we simply note that in running the regression, α’ should be zero (a value of α’ not equal to zero would suggest that there are economies or diseconomies of scale in the use of money.  While inventory theories of money might suggest that there are economies of scale, the presumption has been that these are sufficiently small that α’ would not deviate significantly from zero),  β’ should be unity, and ϓ’ should be negative (r here should be the opportunity cost of holding money.)  The first two hypotheses can clearly be rejected, and the overall fit is sufficiently poor that it suggests we are not on the Keynesian demand function for money.  ϓ’, while of the right sign, is very small.
  
   These results should create skepticism about the edifice created on the foundations of Keynesian monetary theory. 
III.  Keynesian equilibrium

The standard Keynesian model assumes a stable demand curve for money, while the demand for investment and consumption is somewhat volatile.  Investment is a function of the (real) rate of interest.  The IS-LM curves give the resulting equilibrium, assuming that inflationary expectations are fixed, so that a change in r translates into a change in R, the real interest rate.  The same results hold if, as in more recent models, one assumes consumption is a function of the interest rate.
  Thus, we write

A11a)  r = φ (Y/M),

from the LM curve, and insert this into the stochastic IS curve

A11b)   Y = ϕ (r) = ϕ(φ(Y/M)) + ϵ,

which we rewrite in linearized form

A 11b)  Y = α’ + β’  M + ϵ
or, 

A 11c) Δ ln Y = α’ + β’  Δ ln M + ϵ.

In the standard Keynesian model, price is fixed (in the short run), so the more interesting variant predicts that an increase in the money supply increase real income. 

A 11d)  Δ ln Q = α’ + β’  Δ ln M + ϵ

(A11c) and (A11d) are, of course, just the “reverse” equation of (A8”). and the same as (A4) and (A5), respectively, except now our hypothesis is only that β’  >  0:  An increase in the money supply leads to a lowering of the interest rate, and this should increase nominal and real income.  But our naïve regressions show that an increase in money lowers real income (β ‘  is negative, though not significantly different from zero), though it increases nominal income—with a significant coefficient.  It would seem, on the basis of this crude analysis, that if monetary expansion affects national income, it is more by affecting the price level, contradicting the underlying assumption of the Keynesian model that prices are fixed.  There are, of course, important simultaneity problems; in particular, monetary policy is conditional on many variables that could themselves be correlated with ΔY.   We will say a little more about this later.
Government controls r
As the instability of the LM curve became clear, as we noted in the text, it made sense for monetary authorities to switch to a focus on the variable that they (wrongly) believed to be the key determinant of macro-economic activity, the interest rate.  They could control at least the nominal interest rate directly, and if inflationary expectations were fixed, they could thus control the real interest rate.  If inflationary expectations were variable and highly unpredictable, of course, controlling the nominal interest rate would leave much of the real interest rate out of the control of monetary authorities.   Since different economic actors may respond to different interest rates and associated variables affecting the cost of capital, it is not just the T-bill rate that matters.  Indeed, the thrust of the first part of the paper was to argue that the most important variable affecting investment (at least by SME’s) is the lending rate, and that this variable is only loosely connected with the T-bill rate.  Tobin argued that it was the price of equity, and this may even be more loosely related to the T-bill rate.  Some investments may be more related to the long rate than the short, and the maturity structure itself is an endogenous variable—at least it was before monetary authorities sought to affect it through QE.  

We ignore these complexities, postulating that 

(A11d)  ΔQ = α + ϓΔr, 

or in logarithmic form

(A11e)  Δ ln Q = α + ϓΔr,

where it is assumed that the government controls r (possibly through the control of M).  We run reduced form regressions of the form (A11d) and (Al1e), obtaining a coefficient on Δr of the wrong sign, with again there being a structural break in the late 80’s/early 90’s, perhaps corresponding to the adoption of the interest rate as the focal point of monetary policy.
  The logarithmic form does slightly better, but in both, the R2 is  very low.  There are many things driving the economy.  Changes in interest rates do not appear to be among the more important.  

In the formulations so far, r enters through the money demand equation, representing the opportunity cost of holding funds.  But standard neoclassical theory suggests that investment and consumption are affected not by the nominal interest rate, but by the real interest rate, R.  Changes in nominal interest rates translate into changes in real interest rates if inflationary expectations are constant.  But inflationary expectations may well change as r or Q changes.  Most simply, assume ΔR = f(ΔQ, Δr)  and ΔQ = H(ΔR).  We thus obtain in reduced linearized form (A11d), once again.  Only the interpretation of the coefficients has changed.  

More agnostically, we regress changes in output and the log of output against both changes in nominal and real interest rates, using the interest rate derived from treasury inflation-indexed security, constant maturity, as a proxy for the real interest rate

(A12a)   ΔQ = α + ϓΔr + d ΔR. 

(A12b)   Δln Q = α + ϓΔr + d ΔR. 

Several things stand out from these regressions, done over the shorter period 2003-2016 (largely because of data availability) using quarterly data.  The R2 is much higher than in any of the other equations.  Most significantly, only the coefficient on the nominal interest rate is significant.  By the same token, if we run the regression on only nominal or real interest rate, nominal does better than real—the real is not significantly different from zero.
  

We have run regressions with variable lags, and the results remain unchanged.  

To be sure, we have not estimated a sophisticated structural model, nor have we massaged the data or engaged in any of the usual data mining. (There are, accordingly, reasons that our estimates may be downward biased.)   All that the analysis says—and it may be saying a lot—is that a quick and dirty look at the data doesn’t provide the kind of support for many of the maintained hypotheses in conventional monetary theory and macro-economics.
  In particular, most striking are the results on money itself—for the standard hypothesis is that the money demand equation is relatively stable; that the money demand equation is of the general postulated form; and equilibrium analysis requires that the economy be “on” the money demand equation.  The data reject those hypotheses.  
An Alternative Interpretation?
There are other, more complicate interpretation of the results on (A12) (or the earlier simpler versions).  If monetary authorities were perfect in predicting what output would be in the absence of changes in monetary policy, and thus changed monetary policy perfectly, to ensure that the economy was always at full employment, there would be no correlation between real output and monetary policy variables.  Of course, we know that monetary authorities have been far from perfect in predicting what output would have been in the absence of their intervention, and far from perfect in designing intervention to ensure that output is stable. 

Assume that monetary authorities raise interest rates when they expect output to increase next period above trend, and dampen output from what it would have been but not relative to the long run trend.  Then periods of high interest rates would be periods of high growth.  Monetary policy may have worked—but the regressions don’t show it.  

 Fortunately, we have data that expresses the forecasts of the Fed itself and of the general market consensus.  Unfortunately, such forecasts embed both forecasts of the underlying disturbances to the economy and the Fed response, and the fact that such forecasts show systematic deviations from full employment imply that forecasters do not believe that the Fed will fully correct any “shock” to the underlying system.  On average, one does not believe that Fed policy deliberately moves the economy away from full employment.  Thus, it is reasonable to assume that when forecasters see a larger deviation from full employment, they see an adverse shock that will be partially, but not fully, offset by the Fed (consistent with risk aversion combined with instrument uncertainty (see Greenwald and Stiglitz (1989))).  

We have data on market forecasts of both interest rates (predictions of Fed policy) and output, and thus can ascertain whether there is any systematic effect on outcomes relatives to forecasts of the Fed’s doing something different from what was expected.  There does not appear to be.  Lest we view what forecasters say about their forecasted interest rate not as reflecting their “true” forecasts, we modeled a forecast of the Fed’s policy based on their expectations of output (or other variables), and ascertained whether deviations of policies from these predicted policies had an effect on output.  It did not seem to.  

The theoretical analysis of this paper has provided a set of explanations for why none of these results should come as a surprise.  They are not “econometric artifacts,” likely to disappear if we massage the data enough, but rather should be taken to be stylized facts which economic theories need to take account of.   

Nor should the fact that our results show no systematic relationship between money and output be taken to mean that money doesn’t matter.  Our models explain why it matters, both in normal and abnormal times.  In abnormal situations—such as Volker’s sudden change in US monetary policy—the credit constraints and soaring interest rates mattered hugely—they threw the US economy into a recession.  Our analysis explains why one shouldn’t look just to the interest rate—and especially to the T-bill rate—to assess the consequences.  In more normal times, our analysis explains why other variables, like changes in expectations and perceptions of risk are likely to be as or more important; and again, the effects of monetary policy may be felt more through credit availability than through small changes in interest rates; and changes in credit availability may be far from perfectly correlated with changes in money supply.   Thus, while this paper takes a somewhat nihilistic stand on some of the monetary econometrics, it is quite positive about the relevance of monetary policy—though it argues that its effects cannot be well-captured in a single variable, like M2 or “r”.  
� All the data are from the Federal Reserve Economic Database (“FRED”) at the Federal Reserve Bank of St. Louis. Contact the authors for information on the exact time series used. 


� The 95% confidence interval is [.7287,08811]


� α= 57.9465, 95%CI = [45.7192, 70.1738]; β = 0.3692, 95%CI = [0.2148, 0.5237], R2 =


	0.0895.


� α = 0.0119, 95%CI = [0.0091, 0.0146]; β = 0.2287, 95%CI = [0.0796, 0.3777], R2 =


	0.0389.


� In the case of (A5):  α = 62.5533, 95%CI = [52.1117, 72.9949]; β = - 0.2022, 95%CI = [-0.4990, 0.0945]; R2 =0.081.  In the case of (A5’):  α = 0.0069, 95%CI = [0.0056, 0.0082], ; β = 0.0897, 95%CI = [-0.0094, 0.1887]; R2 =0.0141.


� To identify the structural break we used the sup Chow test (Andrews, (2003)); the tests show that in general there is a lot of parameter instability in the two decades between 1975 and 1995. 


� The only regression in which the coefficient on the assets variable is (barely) significant is a contemporaneous regression of log real output on log real assets – even there it is a meager 0.068. Regressions with lags or leads eliminate significance. Interestingly, there is very strong evidence of a structural break exactly in 2008 in this model. 


� If P is constant, as in Keynesian theories, then the above equations give a simple relationship between real output (Q) and nominal M, e.g.


	(A6)  Δ Q=  α+  β Δ   M or 


	(A6’)  Δln Q=  α+  β Δ ln  M.





� For (A8’): α = 34.7090, 95%CI = [23.9735, 45.4444]; β = 0.2423, 95%CI = [0.1410, 0.3436]; R2 =0.0895.  For (A8”):  α= 0.0139, 95%CI = [0.0118, 0.0159]; β = 0.1700, 95%CI = [0.0592, 0.2808]; R2 =0.0389.  The R2 is tiny.  It is clear that these do not provide (without further massaging) a good description of money demand holdings.  


� See also the discussion below.


� (A9):  α’= 0.0127, 95%CI = [0.0106, 0.0148]; β’ = 0.2439, 95%CI = [0.1294, 0.3584]; ϓ’  =


	-0.0023, 95%CI =  - 0.0035,- 0.0011]; R2 = 0.0954.  (A10): α’ = 0.0052, 95%CI = [0.0033, 0.0071]; β’= 0.2768, 95%CI = [0.1015, 0.4521]; ϓ’ =-0.0037, 95%CI = [-0.0053,-0.0020]; R2 = 0.0924


� As we have emphasized repeatedly in this appendix, we have not engaged in extensive data mining.  Our objective is simply to suggest that that it is hard to reconcile observed data with the standard hypotheses.  Of course, as we argue in the text, the observed money supply may depend on many other variables that income and the interest rate, and controlling for those variables, one should obtain a better fit.


	Since the costs of adjusting money balances are small, it might be argued that there is little reason that individuals are not on their money demand curve.  Still, one can view money balances as a residual, and if individuals cannot adjust other elements of their spending, then money balances will be off the demand curve in the event of an income (or interest rate) shock.  We have estimated the demand function for money, assuming flexible lags, and the Keynesian monetary equation is still rejected.  


� The analysis becomes only slight more complicated if inflationary expectations depends on the level of output in equilibrium.


� If inflationary expectations, ie ,are a function of the gap between actual and potential output, with potential output fixed for the moment, then ie = H(Y).  Writing the IS curve as Y = Z(R) = Z(r - ie) = Z (r – H(Y)), or Y = Z^(r)


� Aggregate demand is a function of the real interest rate, and the IS curve only determines the nominal interest rate (the opportunity cost of holding money.)  But if expectations about prices or price changes are fixed, a change in nominal interest rates translates directly into a change in real interest rates.  A more general case is discussed below.  


Figure 3 and an associated regression undermines the credibility of the determination of the (nominal or real) interest rate through a Keyesian LM framework.  


� A11d:  α = 59.5758, 95%CI = [51.0058, 68.1457]; ϓ = 20.4850, 95%CI = [11.0189, 29.9511]; R2= 0.0745.  A11e:  α = 0.0075, 95%CI = [0.0065, 0.0086]; ϓ= 0.0029, 95%CI = [0.0018, 0.0041], R2 =0.1008.  In these regressions, the "effective federal funds rate" is used as a proxy for the nominal interest rate.


� Moreover, the coefficient on the nominal interest rate is of the wrong sign, i.e. an increase in the nominal interest rate is associate with a higher Y, for a given real interest rate.  In fact, this is not as surprising as it seems.  Since the nominal interest rate is the real interest rate plus the rate of inflation,  an increase in the nominal interest rate given a real interest rate is equivalent to an increase in inflation.  We would expect an increase in inflation to be associated with a higher level of real (and nominal) output.  The association between the nominal interest rate and real output thus being picked up is the standard Phillips curve.  But we are not picking up the hoped for relationship between the interest rate as determined by the government and the level of economic activity.


� A similar analysis, though, applies if we look beneath the surface, say to the relationship between investment or consumption and (real) interest rates—the channel through which monetary policy is supposed to have much of its effect.  Most studies (unmassaged) suggest that income and substitution effects are broadly offsetting. 





